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A B S T R A C T

Delivery of electroporation pulses in electroporation-based treatments could potentially induce heart-related effects. The objective of our work was to develop a software tool for electrocardiogram (ECG) analysis to facilitate detection of such effects in pre-selected ECG- or heart rate variability (HRV) parameters.

Our software tool consists of five distinct modules for: (i) preprocessing; (ii) learning; (iii) detection and classification; (iv) selection and verification; and (v) ECG and HRV analysis. Its key features are: automated selection of ECG segments from ECG signal according to specific user-defined requirements (e.g., selection of relatively noise-free ECG segments); automated detection of prominent heartbeat features, such as Q, R and T wave peak; automated classification of individual heartbeat as normal or abnormal; displaying of heartbeat annotations; quick manual screening of analyzed ECG signal; and manual correction of annotation and classification errors.

The performance of the detection and classification module was evaluated on 19 two-hour-long ECG records from Long-Term ST database. On average, the QRS detection algorithm had high sensitivity (99.78%), high positive predictivity (99.98%) and low detection error rate (0.35%). The classification algorithm correctly classified 99.45% of all normal QRS complexes. For normal heartbeats, the positive predictivity of 99.99% and classification error rate of 0.01% were achieved.

The software tool provides for reliable and effective detection and classification of heartbeats and for calculation of ECG and HRV parameters. It will be used to clarify the issues concerning patient safety during the electroporation-based treatments used in clinical practice. Preventing the electroporation pulses from interfering with the heart is becoming increasingly important because new applications of electroporation-based treatments are being developed which are using endoscopic, percutaneous or surgical means to access internal tumors or tissues and in which the target tissue can be located in immediate vicinity to the heart.

© 2014 Elsevier Ltd. All rights reserved.

1. Introduction

Electroporation is a phenomenon resulting in transient increase in the cell membrane permeability due to exposure to an electric field during delivery of short, high-voltage electric pulses, i.e., electroporation pulses [1–4]. Increased membrane permeability allows molecules with intracellular targets, which under physiological conditions cannot cross the cell membrane, to enter the cell and exert their cytotoxicity [5]. Electroporation can be either reversible or irreversible, depending on electrical conditions and tissue characteristics, and both have been used in biomedical applications [6–11]. These applications include electrochemotherapy [12–18], electrotransfer for gene therapy and DNA vaccination [19–24], transdermal drug delivery [25–29], cell electrofusion [30–34], and tissue ablation [35–39]. Electroporation is also used in biotechnology and other areas [11,40].

Some of electroporation-based treatments, like electrochemotherapy, gene electrotransfer for gene therapy and DNA vaccination and non-thermal irreversible electroporation, are being successfully introduced into clinical practice. But when electroporation pulses are applied to visceral or other internal tumors and tissues there is an increased risk of inducing heart-related effects, especially when the treatment area is in vicinity of the heart [15,38,41–48]. These heart-related effects can be detected by analyzing electrocardiogram (ECG) signals recorded before, during and after the therapy.

A software tool for reliable and effective analysis of potential side-effects of electroporation pulses on ECG or heart rate
variability (HRV) parameters is therefore needed. A software tool should provide selection of ECG segments from ECG signal according to a user-defined selection criteria; detection of prominent heartbeat features, such as Q, R and T wave peaks, and classification of individual heartbeat either as normal or abnormal; and displaying, screening and possible correction of detected and classified heartbeats from analyzed ECG signal. Several software tools for HRV analysis that include calculation of various HRV parameters exist (such as Kubios, Synescope, Biopac, Nevrokard HRV system) but none of them provides all required functionalities listed above. The objective of our study was therefore to develop a software tool that does.

2. Methods

2.1. Outline and description of the tool

Our software tool consists of five distinct modules for: (i) preprocessing; (ii) learning; (iii) detection and classification; (iv) selection and verification; and (v) ECG and HRV analysis (Fig. 1). The software tool was developed for analysis of Holter ECG signals sampled at 200 Hz. Appropriate adjustment of the implemented digital filters in the detection module would therefore be needed for signals sampled at a different frequency. Currently, the software tool accepts input ECG signals only in plain text format because we are planning to analyze the ECG signals from different origins, such as various Holter devices, Biopac system and different ECG databases. Therefore, ECG signals in other formats have to be transformed to plain text first.

2.1.1. Preprocessing module

The raw ECG signal is first preprocessed in sequence by band-pass filtering, differentiation, squaring, and moving-window integration, thus following the well-known Pan-Tompkins algorithm [49]. Three different signals are used for ECG analysis and serve as inputs to the learning and the detection and classification modules: the original raw ECG signal \( Y_{ECC} \), the output of the band-pass filter \( Y_{BPF} \) and the output of the moving-window integration with 30-sample window size (150 ms) \( Y_{MWI} \).

2.1.2. Learning module

The learning module consists of two parts. Part I is used to initialize the main threshold parameter, i.e., the threshold for QRS detection \( d_{th} \). Its value is extracted from the initial section of the preprocessed ECG signal \( Y_{MWI} \) (defined in Section 2.1.1), which is derived from 16 s of noise- and arrhythmias-free ECG signal and which is divided into 1-second subintervals. Within each 1-second subinterval, the maximum value of \( Y_{MWI} \) is sought for. Four largest and four smallest maximum values of \( Y_{MWI} \) are discarded and the remaining eight values are averaged. This averaged value is used to initialize the \( d_{th} \). In further processing of the ECG signal in detection and classification module, \( d_{th} \) is updated by running averaging after each new heartbeat detected as described in Section 2.1.3.

Part II of the learning module is used to initialize values of parameters for the classification in detection and classification module; i.e., the running averages of R wave amplitude \( R_{th} \) and RR interval \( RR_{th} \). This part requires detection of 17 consecutive QRS complexes and determination of location and amplitude of 17 R wave peaks. 16 RR intervals between consecutive R wave peaks are calculated. For the details of QRS and R wave peak detection see Section 2.1.3.1. For calculation of \( R_{th} \) the eight most recent values of R wave amplitude (among the 17 available) are used. Two largest and two smallest values of R wave amplitude are discarded and the remaining four values are averaged and used as the initial value of \( R_{th} \). In calculation of the average RR intervals, all 16 RR interval values are considered; four largest and four smallest values are discarded and the remaining eight values are averaged and used to initialize \( RR_{th} \). After the learning phase, \( R_{th} \) and \( RR_{th} \) are updated with every new detected heartbeat.

2.1.3. Detection and classification module

This module consists of the detection submodule and the classification submodule (Fig. 1). The algorithm for detection and classification of heartbeats is used to determine Q, R and T wave peak locations of individual heartbeats and to classify heartbeats as either normal or abnormal. The algorithm is based on analysis of \( Y_{ECC} \), \( Y_{BPF} \) and \( Y_{MWI} \) signals and operates on individual signal samples in time-domain.

2.1.3.1. The detection submodule

The detection of QRS complex is based on a well-known Pan-Tompkins QRS detector [49] and supplemented with additionally extracted parameters (such as Q, R and T wave peak location, R wave amplitude, RR interval) to achieve reliable QRS detection and classification performance.

Initial detection of QRS complex is determined using adaptive threshold \( d_{QRS} \) on \( Y_{MWI} \) signal. The initial value of \( d_{QRS} \) is taken from the part I of the learning module \( d_{QRS} = 0.125 \cdot d_{th} \). The scale factor of 0.125 was determined empirically. When the current value...
of \( Y_{MW} \) exceeded \( d_{QRS} \), QRS complex was detected. The maximum value of \( Y_{MW} \) within this QRS complex was determined and included in the running average of \( d_{QRS} \), which consisted of the four most recent maximum values of \( Y_{MW} \) detected from the four most recent QRS complexes.

After finding the location of a QRS complex based on output from \( Y_{MW} \) signal, the algorithm searches for R wave peak in \( Y_{ECG} \) signal. The preprocessing of ECG signal introduces a delay in locations of maxima (peaks) in \( Y_{MW} \) signal relative to locations of R wave peaks in \( Y_{ECG} \) signal, therefore, the search for an R wave peak is performed up to 30 samples backwards from the corresponding local maximum in \( Y_{MW} \) signal (the interval of 30 samples was determined empirically and is valid for sampling frequency of 200 Hz). The search of R wave peak takes into account sharply concave morphology of the R wave around the R peak. A sequence of 5 positive and 3 negative or zero first derivatives are therefore sought for.

The location of R wave peak is then determined as the location of the sample from \( Y_{ECG} \) signal with the maximum value among the samples from which the sequence of 5 positive and 3 negative derivatives was derived. In the same way, the amplitude of the R wave peak is searched for from \( Y_{BP} \) signal because baseline drift was eliminated from this signal and thus included more reliable information about the R wave amplitude.

After the location and amplitude of R wave peak are determined, location of Q wave peak is sought for. The Q wave peak corresponds to a minimum value of Q wave which typically has convex morphology. In order to reliably detect Q wave peak in presence of high-frequency noise frequently encountered in ECG signals, we first applied a 10th-order low-pass Butterworth filter on 50-samples-long ECG segment from \( Y_{ECG} \) signal backwards from the R wave peak location (the interval of 50 samples was determined empirically and is valid for sampling frequency of 200 Hz). From this filtered segment, the algorithm then calculates the first derivative backwards from the R wave peak until it finds a sequence of five successive samples among which the first (counted from the left to the right) has either a negative or zero first derivative and the other four have a positive first derivative. The location of Q wave peak thus corresponds to either the first or the second of these five samples, i.e., to the sample with the minimal amplitude value. If these criteria cannot be met within the 50-sample long segment, the location of the minimal value in this filtered segment is taken as the location of Q wave peak.

Search for T wave peak location follows, taking into account typically concave morphology of T wave. In order to reliably detect T wave peak in presence of high-frequency noise frequently encountered in ECG signals, we first applied a 2nd-order low-pass Butterworth filter on a 120-samples-long ECG segment from \( Y_{ECG} \) signal forwards from the R wave peak location (the interval of 120 samples was determined empirically and is valid for sampling frequency of 200 Hz). The algorithm calculates the first derivative forwards from the R wave peak until it finds six successive signal samples among which the first four have positive first derivative, the fifth has either a negative or zero first derivative, and the sixth has negative derivative. The location of T wave peak corresponds to the sample with the maximal amplitude value. If these criteria cannot be fulfilled within the 120-sample segment, the location of the maximal value in this filtered segment is taken as the location of T wave peak.

2.1.3.2. The classification submodule. The most important characteristic of the classification submodule is its ability to distinguish between normal and abnormal (i.e., abnormal heart rhythm or ECG shape) heartbeats. The classification is made based on evaluation of heart rhythm and amplitude of the R wave peak. For evaluation of the heart rhythm, the instantaneous RR interval (\( RR \)) is compared to the running average of the last four normal RR intervals (\( RR_{th} \)).

Normal RR interval is determined as interval between two R waves belonging to normal heartbeats. The evaluation of the amplitude of R wave peak is based on comparing the instantaneous amplitude of R wave peak (\( R \)) to the running average of R wave amplitudes (\( R_{th} \)) of the last four normal heartbeats. The initial value of parameters \( RR_{th} \) and \( R_{th} \) is taken from the part II of the learning module.

Classification of a current heartbeat as either normal or abnormal is performed by considering three conditions as shown in Fig. 2. First, if the value of the current RR interval (\( RR \)) is less than 85% of the average value \( RR_{th} \), the heartbeat is classified as abnormal, because it is considered to be too short for normal heart rhythm [50]. Second, if the current value of \( R \) lies within 90–110% of \( R_{th} \), the heartbeat is classified as normal. Third, if the current amplitude of R wave peak (\( R \)) is within 60–130% of the average value \( R_{th} \), the heartbeat is considered to be normal, otherwise it is considered to be abnormal. The classification limits were previously empirically determined [51,52].

These three classification conditions work well if values of \( RR_{th} \) and \( R_{th} \) are regularly and correctly updated by dropping the oldest and including the newest RR interval or R wave amplitude respectively in the corresponding running average. \( RR_{th} \) is updated if the value of the current RR is within 75–125% of the current \( RR_{th} \), \( R_{th} \) is updated with the current R wave amplitude if the value of \( R \) is within 60–140% of the current \( R_{th} \). The conditions for updating are less strict than from the conditions used for classification (see Fig. 2) which allows the algorithm to adapt fast to changes in R wave amplitude and in heart rhythm. A special case occurs when an individual heartbeat classified as abnormal is followed by a heartbeat classified as normal. In this case \( R_{th} \) is updated using the mean average value of the abnormal and the normal heartbeat, provided that this average is within the 90–110% range of the current \( R_{th} \). This exception is important because more such sequences (an abnormal heartbeat followed by a normal one) appearing one after another (like in case of ventricular bigeminy) can lead to a slightly increased heart rate. So if these slightly shorter RR intervals were not used to update the \( R_{th} \), the \( R_{th} \) could gradually become an inaccurate estimation of the heart rate and could lead to misclassification of normal heartbeats as abnormal.

2.1.4. Selection and verification module
2.1.4.1. Selection of ECG segments for data analysis. In case of relatively long ECG signals (i.e., more than several hours long) it might not be necessary to analyze the entire ECG signal, as the analysis of only a selection of short segments from the original ECG signal might be sufficient. In our software, the user can choose between manual and automated selection of ECG segments for data analysis. In the manual mode, the starting point and duration of ECG segments that will be included into analysis can be selected manually. In automated mode, ECG segments for data analysis can be selected from original ECG signal by setting values of the following four selection parameters (criteria): the mean frequency of ECG
segment selection (e.g., one segment per 20 min); the length of ECG segment, which has to be shorter than the mean duration between ECG segments (defined with mean frequency of ECG segment selection) (e.g., 5 min); the maximal allowable percentage of abnormal heartbeats (as identified with detection and classification module) in each ECG segment; and the minimal required time interval between two successive selected ECG segments. According to the recommendations in the literature for short-term ECG recordings [53], the commonly used length of selected short-term ECG segments is 5 min. If no ECG segment can be selected according to these four criteria, the criterion for allowed percentage of abnormal heartbeats is increased by 1% up to maximum 5% until such segment can be determined. The upper limit of 5% was adopted from Salo et al. where authors analyzed the effects of editing abnormal heartbeats on calculation of HRV measures, and showed that if 5% of abnormal heartbeats are present in the analyzed ECG segment, the relative error in calculation of HRV measures can be expected to be less than 5% [54]. This conservative upper limit is used in the current version of our software, even though there are some indications that this limit could be relaxed to 10% without serious deterioration in quality of HRV parameters [55].

2.1.4.2. Verification of ECG feature points. Once the ECG segments have been selected, these ECG segments (and not the entire original ECG signal) can be visually reviewed for correctness of R wave peak detection and heartbeat classification and, if necessary, manually corrected to assure correct identification and classification of every single heartbeat. After screening and editing of locations and classifications of R wave peak, the locations of Q and T wave peaks can also be verified but only for heartbeats classified as normal since locations of Q and T wave peaks of abnormal heartbeats do not exist or are unreliable and thus inappropriate for the analysis. At the end of this visual screening of ECG feature points, the so-called verified ECG feature points are determined (see Fig. 1).

2.1.5. ECG and HRV analysis module

In this module, ECG and HRV parameters are calculated and statistical analysis of the results is performed.

Each heartbeat can be characterized by several typical ECG parameters, such as P, R and T wave amplitudes, level of ST segment, and RR and QT intervals. Values of these ECG parameters provide information about several cardiac dysfunctions. RR and QT intervals are the most important parameters for diagnosis of arrhythmias. In addition to these two, R wave amplitude can be used for distinction between normal and abnormal heartbeats or between heartbeats and artifacts. R wave amplitude is also a parameter for distinction between atrial and ventricular premature beats. Because the rhythm disturbances can already be reliably evaluated using R wave amplitude and RR and QT interval, at this stage, we included evaluation of only these ECG parameters in our tool. The standard QT interval is defined as the time interval between the start of Q wave and the end of T wave. In our software tool, the peak-to-peak QT interval (ppQT; an interval between the Q wave peak and the T wave peak occurrence within each individual normal heartbeat) was used instead of the standard QT interval because the Q and T wave peaks can be determined more reliably than the start of Q wave and the end of T wave. The corrected ppQT interval (denoted as ppQTc interval) was determined for each heartbeat as the ppQT interval divided by the square root of the corresponding RR interval (a definition analogous to that of the standard corrected QT interval).

After classification and visual verification of heartbeats within the selected ECG segments, HRV analysis can be performed. HRV analysis is based on analysis of fluctuations of the so-called normal-to-normal (NN) intervals, the RR intervals originating in sinoatrial node [53]. The RR interval sequences obtained from ambulatory ECG recordings may also contain abnormal RR intervals. Inclusion of abnormal RR intervals in HRV analysis, however, affects substantially the results of the time-domain and especially the frequency-domain HRV analysis [53]. Therefore, additional preprocessing of the RR interval sequence is needed before the HRV analysis.

In our software tool, sections including abnormal heartbeats are edited using cubic spline interpolation method, where each abnormal RR interval is replaced with the interpolated RR interval. Cubic spline interpolation proved to be a more reliable method than deletion of abnormal RR intervals [56]. By applying this method, NN interval sequence appropriate for HRV analysis is obtained. The NN interval sequence is an irregularly sampled time sequence. For spectral analysis it must therefore be converted to an equidistantly sampled sequence. We applied cubic spline interpolation method at 1000 Hz sample rate and then resampled the interpolated NN interval sequence at 4 Hz [53]. This equidistantly sampled NN interval sequence was finally used for assessment of HRV.

Following the recommendations in the literature for short-term ECG recordings [53], several HRV parameters in time-domain (mean NN, SDNN, SDSD, RMSSD, pNN50) and frequency-domain (LF, nLF, HF, nHF, LF/HF), and nonlinear measures, i.e., Poincaré descriptors (SD1, SD2, SD1/SD2) can be calculated using our software tool for each ECG segment included in the analysis (for description of these parameters see Table 1). In order to remove the low frequency baseline trend component in the NN interval sequence, the linear detrending of each NN interval sequence is also applied before calculation of HRV parameters (except for the mean NN parameter and the Poincaré descriptors). Frequency-domain HRV parameters are calculated with parametric autoregressive (AR) model of the order 16 with coefficients determined based on Burg method which provides more accurate estimation of spectrum and easier automated calculation of frequency power components than non-parametric methods based on Fourier transform [53,57].

After all ECG and HRV parameters are calculated for all ECG segments, statistical analysis of these parameters can be performed. At this stage of development of our software tool, values of mean, standard deviation, median, range, percentile, and number and percentage of normal and abnormal heartbeats are calculated.

2.2. Evaluation of heartbeat detection and classification

2.2.1. ECG database

We evaluated the performance of R wave peak detection and heartbeat classification using 19 sample ECG records of the Long-Term ST database (LTST database) [58]. These records contain 2-hour-long ambulatory ECG signals, which include abnormal heartbeats of various pathological backgrounds. All heartbeats in these signals were classified and annotated by experts. The performance of Q and T wave peak detection of our software was not evaluated at this point due to unavailability of ECG signals with verified Q and T wave peak annotations but this evaluation is planned for the future.

2.2.2. Performance metrics

For evaluation of the QRS detection algorithm, we calculated the following scores for each sample ECG record:

- \( N_{QRS} \), the total number of all QRS complexes (normal and abnormal), i.e., the sum of \( TP_{QRS} \) and \( FN_{QRS} \);
- \( TP_{QRS} \), the true positive for QRS detection, i.e., the number of correctly detected QRS complexes;
- \( FN_{QRS} \), the false negative for QRS detection, i.e., the number of missed QRS complexes; and
Table 1
ECG and HRV parameters currently included in our software tool.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Unit</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>RR</td>
<td>ms</td>
<td>Interval between two R waves</td>
</tr>
<tr>
<td>NN</td>
<td>ms</td>
<td>Interval between two R waves belonging to normal heartbeats; normal-to-normal interval</td>
</tr>
<tr>
<td>R amplitude</td>
<td>mV</td>
<td>Amplitude of R wave</td>
</tr>
<tr>
<td>ppQT</td>
<td>ms</td>
<td>Peak-to-peak QT interval</td>
</tr>
<tr>
<td>ppPQtc</td>
<td>ms1/2</td>
<td>Corrected ppQT interval (ppQT divided by the square root of the corresponding RR interval)</td>
</tr>
</tbody>
</table>

Time-domain HRV parameters

<table>
<thead>
<tr>
<th>mean NN</th>
<th>ms</th>
<th>Mean of normal-to-normal (NN) intervals</th>
</tr>
</thead>
<tbody>
<tr>
<td>SDNN</td>
<td>ms</td>
<td>Standard deviation of NN intervals; estimate of overall HRV</td>
</tr>
<tr>
<td>SDSD</td>
<td>ms</td>
<td>Standard deviation of differences between adjacent NN intervals; estimate of short-term HRV; describes parasympathetic activity</td>
</tr>
<tr>
<td>RMSSD</td>
<td>ms</td>
<td>Square root of the sum of the squares of differences between adjacent NN intervals; estimate of short-term HRV; describes sympathetic activity</td>
</tr>
<tr>
<td>pNN50</td>
<td>%</td>
<td>Number of pairs of adjacent NN intervals differing by more than 50 ms divided by the total number of all NN intervals</td>
</tr>
</tbody>
</table>

Nonlinear HRV parameters

<table>
<thead>
<tr>
<th>SD1</th>
<th>ms</th>
<th>Standard deviation of the Poincaré plot perpendicular to line-of-identity; shortest diameter of the fitted ellipse; estimate of short-term HRV; describes parasympathetic activity</th>
</tr>
</thead>
<tbody>
<tr>
<td>SD2</td>
<td>ms</td>
<td>Standard deviation of the Poincaré plot along the line-of-identity; largest diameter of the fitted ellipse; estimate of long-term HRV; describes sympathetic activity</td>
</tr>
<tr>
<td>SD1/SD2</td>
<td></td>
<td>Ratio of SD1 to SD2; describes the ratio of short-term to long-term HRV; describes the ratio between parasympathetic and sympathetic activity</td>
</tr>
</tbody>
</table>

Frequency-domain HRV parameters

<table>
<thead>
<tr>
<th>LF</th>
<th>ms²</th>
<th>Power in low frequency range (0.04–0.15 Hz); estimate of long-term HRV; reflects both sympathetic and parasympathetic activity</th>
</tr>
</thead>
<tbody>
<tr>
<td>nLF</td>
<td>n.u.</td>
<td>Normalized power of LF; (LF/[(LF + HF) × 100]; estimate of long-term HRV; reflects both sympathetic and parasympathetic activity</td>
</tr>
<tr>
<td>HF</td>
<td>ms²</td>
<td>Power in high frequency range (0.15–0.4 Hz); estimate of short-term HRV; describes parasympathetic (vagal) activity</td>
</tr>
<tr>
<td>nHF</td>
<td>n.u.</td>
<td>Normalized power of HF; (HF/[(LF + HF) × 100]; estimate of short-term HRV; describes parasympathetic activity</td>
</tr>
<tr>
<td>LF/HF</td>
<td></td>
<td>Ratio between LF and HF range powers; describes the ratio of long-term to short-term HRV; describes the ratio between sympathetic and parasympathetic activity, i.e., sympathovagal balance</td>
</tr>
</tbody>
</table>

- FPqrs, the false positive for QRS detection, i.e., the number of false QRS detections.

For evaluation of the classification algorithm, we used the following additional scores for each record:
- Nn, the total number of normal heartbeats in the database, i.e., the sum of Tp_n and Fn_n;
- TPn, the true positive for classification, i.e., the number of correctly classified normal heartbeats;
- FN_n, the false negative for classification, i.e., the number of missed normal heartbeats; and
- FP_n, the false positive for classification, i.e., they can arise both from correctly detected but erroneously classified QRS complexes (a subgroup of TPqrs) and from erroneously detected QRS complexes (a subgroup of FPqrs).

Based on these scores obtained with a beat-by-beat comparison of the results of our algorithm with true human expert annotations of the heartbeats defined in the LST database, we calculated standard performance measures for QRS detection: sensitivity (SnQRS(%) = 100 TPqrs/Nqrs), positive predictivity (+Pqrs(%) = 100 TPqrs/(TPqrs + FPqrs)) and detection error rate (DERqrs(%) = 100 (FPqrs + FNqrs)/Nqrs) for QRS detection. Similarly, we defined performance measures for classification of normal heartbeats: sensitivity (Sn(%) = 100 TPn/Nn), positive predictivity (+Pn(%) = 100 TPn/(TPn + FPn)) and classification error rate (DERn(%) = 100 FPn/Nn) for normal heartbeats.

2.2.3. Programming

The software tool and all routines for evaluation of performance of the algorithm were written in Matlab and implemented on a PC platform.

3. Results

We developed a Matlab-based GUI-driven tool for reliable and effective detection and classification of heartbeats from ECG signals and calculation of ECG and HRV parameters. For the structure of the tool see Fig. 1.

A software tool provides the following functionalities: automated selection of ECG segments from ECG signal according to selection restrictions; automated detection of prominent heartbeat features, such as Q, R and T wave peak; automated classification of individual heartbeat as normal or abnormal; displaying annotations of detections and classifications of heartbeat features; quick manual screening of analyzed ECG signal; and manual corrections of annotation and classification errors. Special software tool with graphical user interface was developed for easier screening and verification of the located feature points (Q, R and T wave peaks) and classification of heartbeats (Fig. 3).

The NN interval sequence is built from verified locations of R wave peaks and classifications obtained from the screening process. All abnormal RR intervals are automatically replaced with calculated normal RR intervals based on cubic spline interpolation method.

The algorithm's performance for QRS detection and classification is summarized in Table 2. We provide a statistical summary of the results using both the mean and standard deviation and the median and quartile values. However, when we say 'on average' in the text we are referring to median values, because the data were not normally distributed. On average, the algorithm correctly detected 99.78% of all QRS complexes (SnQRS). The total number of erroneously detected QRS complexes was 338 which is a small number compared to the total number of QRS complexes analyzed (over 160,000). The average detection error rate (DERqrs) and positive predictivity (+Pqrs) of QRS detection were 0.35% and 99.98%, respectively. On average, the algorithm correctly classified 99.45% of normal QRS complexes (Sn). The average error rate (DERn) and the positive predictivity (+Pn) of normal heartbeat classification were 0.01% and 99.99%, respectively.

4. Discussion

This paper discusses the functionality and performance evaluation of a software tool for detection and classification of heartbeats and calculation of ECG and HRV parameters.

The software tool is a significant improvement over other available software in the field of HRV analysis, because it incorporates...
the functionality for automated selection of the most adequate ECG segments from ECG signal for HRV analysis. To the best of our knowledge, no tool available on the market includes such built-in module for automated selection. This property of the tool enables extraction of relatively noise-free ECG segments that are the most suitable for reliable HRV analysis and presents important characteristics in terms of objective, unbiased and quick selection of ECG segments.

The fundamental functionality of the tool is reliable detection of QRS complexes which in comparison to other software tools for HRV analysis is not a frequently implemented characteristics, for example Kubios does not provide QRS detection at all. The QRS detection algorithm has to correctly detect as many as possible heartbeats (high TP_{qrs} and SE_{qrs}) without false positive QRS detections (low FP_{qrs}). When testing our QRS detection algorithm on 19 sample ECG signals from the LTST database (with relatively low level of high-frequency noise present), the algorithm fulfilled these requirements excellently as indicated by practically ideal SE_{qrs} and +P_{qrs} values (Table 2). The performance of our QRS detection algorithm approach the ideal level at a degree similar to that of some other detectors with comparably simple algorithms [59–61]. The records with poorest results of our algorithm (having large DER_{qrs}) contain a transient appearance of high-frequency noise with amplitudes similar to that of the R wave (typical examples: records 119, 139 and 159). At this stage of development, our algorithm is not well suited to deal with signals that have very low signal-to-noise ratio or are largely nonstationary. We do not find this to be critical because for such signals only the ECG segments with relatively low level of noise can be selected for the analysis (by defining suitable selection criteria for the automated selection of ECG segments from ECG signal; see Section 2.1.4.1) or manual detection and classification of heartbeats can be performed in critical parts of the ECG signal. However, the algorithm deals well with mildly nonstationary parts of the signal or transient onsets of noise contamination with low amplitudes, which were occasionally encountered in most of the signals used in evaluation of the algorithm. Moreover, many of the false negative QRS detections (FN_{qrs}) were present due to very strict requirements for no false positive QRS detections (FP_{qrs}). We wanted to achieve the number of FP_{qrs} as low as possible since a false positive is more detrimental for performance of the detection algorithm than a false negative because of the effect on updating of the algorithm’s parameters.

The software tool has to correctly classify as many normal heartbeats as possible (high TP_{p} and SE_{p}) without false positive classifications for normal heartbeats (low FP_{p} and DER_{p} and high +P_{p}). Again the false positives are more detrimental to the performance of classification and further on to HRV analysis than the false negatives. The classification algorithm satisfied these requirements excellently as indicated by practically ideal SE_{p} and +P_{p} values (Table 2). There were 39 false positive classifications (FP_{p}) in comparison to approximately 160,000 correctly classified normal heartbeats in evaluated ECG signals. The reason for these erroneously classified heartbeats is mainly in particular arrhythmias that are sometimes indistinguishable from the normal heartbeats in terms of morphology or the time of appearance. However, even though algorithm erroneously classifies some normal heartbeats, these mistakes can be manually corrected in further evaluation steps of the tool, i.e., during the screening of ECG segments. It should be pointed out that presently the parameters SE_{p}, +P_{p} and DER_{p} (Table 2) reflect a combined performance of both the detection algorithm and the classification algorithms. We justify this by the fact that both these components were fine-tuned together and not independently of each other because of our specific final application of our tool. In the future, however, we intend to separate...
<table>
<thead>
<tr>
<th>Signal</th>
<th>Npx</th>
<th>Nn</th>
<th>Np</th>
<th>TPpx</th>
<th>FNpx</th>
<th>PPpx</th>
<th>Sepp (%)</th>
<th>Sepp (%)</th>
<th>DERpx (%)</th>
<th>DPpx</th>
<th>DPpx</th>
<th>TPn</th>
<th>FNn</th>
<th>PPn</th>
<th>Sepp (%)</th>
<th>Sepp (%)</th>
<th>DERn (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>103</td>
<td>7279</td>
<td>7195</td>
<td>84</td>
<td>7251</td>
<td>28</td>
<td>0</td>
<td>99.62</td>
<td>100.00</td>
<td>0.38</td>
<td>7176</td>
<td>19</td>
<td>5</td>
<td>99.74</td>
<td>99.93</td>
<td>0.37</td>
<td></td>
<td></td>
</tr>
<tr>
<td>105</td>
<td>6615</td>
<td>6613</td>
<td>2</td>
<td>6607</td>
<td>8</td>
<td>3</td>
<td>99.88</td>
<td>99.95</td>
<td>0.17</td>
<td>6582</td>
<td>31</td>
<td>2</td>
<td>99.53</td>
<td>99.97</td>
<td>0.03</td>
<td></td>
<td></td>
</tr>
<tr>
<td>107</td>
<td>7015</td>
<td>7001</td>
<td>14</td>
<td>6964</td>
<td>51</td>
<td>10</td>
<td>99.27</td>
<td>99.86</td>
<td>0.87</td>
<td>6929</td>
<td>72</td>
<td>1</td>
<td>98.97</td>
<td>99.99</td>
<td>0.01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>111</td>
<td>7519</td>
<td>7518</td>
<td>1</td>
<td>7494</td>
<td>25</td>
<td>1</td>
<td>99.67</td>
<td>99.99</td>
<td>0.35</td>
<td>7469</td>
<td>49</td>
<td>0</td>
<td>99.35</td>
<td>100.00</td>
<td>0.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>113</td>
<td>8929</td>
<td>8911</td>
<td>18</td>
<td>8915</td>
<td>14</td>
<td>0</td>
<td>99.84</td>
<td>100.00</td>
<td>0.16</td>
<td>8865</td>
<td>46</td>
<td>1</td>
<td>99.48</td>
<td>99.99</td>
<td>0.01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>119</td>
<td>7702</td>
<td>7701</td>
<td>1</td>
<td>7647</td>
<td>55</td>
<td>35</td>
<td>99.29</td>
<td>99.54</td>
<td>1.17</td>
<td>7600</td>
<td>101</td>
<td>0</td>
<td>98.69</td>
<td>100.00</td>
<td>0.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>121</td>
<td>10,609</td>
<td>10,594</td>
<td>15</td>
<td>10,590</td>
<td>19</td>
<td>30</td>
<td>99.82</td>
<td>99.72</td>
<td>0.46</td>
<td>10,534</td>
<td>60</td>
<td>5</td>
<td>99.43</td>
<td>99.95</td>
<td>0.05</td>
<td></td>
<td></td>
</tr>
<tr>
<td>123</td>
<td>9155</td>
<td>9149</td>
<td>6</td>
<td>9136</td>
<td>19</td>
<td>1</td>
<td>99.79</td>
<td>99.99</td>
<td>0.22</td>
<td>9110</td>
<td>39</td>
<td>0</td>
<td>99.57</td>
<td>100.00</td>
<td>0.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>125</td>
<td>9047</td>
<td>9043</td>
<td>4</td>
<td>9024</td>
<td>23</td>
<td>2</td>
<td>99.75</td>
<td>99.98</td>
<td>0.28</td>
<td>8997</td>
<td>46</td>
<td>0</td>
<td>99.49</td>
<td>100.00</td>
<td>0.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>127</td>
<td>9373</td>
<td>9373</td>
<td>0</td>
<td>9373</td>
<td>0</td>
<td>0</td>
<td>100.00</td>
<td>100.00</td>
<td>0.00</td>
<td>9349</td>
<td>24</td>
<td>0</td>
<td>99.74</td>
<td>100.00</td>
<td>0.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>139</td>
<td>10,611</td>
<td>10,611</td>
<td>0</td>
<td>10,504</td>
<td>107</td>
<td>48</td>
<td>98.99</td>
<td>99.55</td>
<td>1.46</td>
<td>10,288</td>
<td>323</td>
<td>0</td>
<td>96.96</td>
<td>100.00</td>
<td>0.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>147</td>
<td>6360</td>
<td>6357</td>
<td>3</td>
<td>6354</td>
<td>6</td>
<td>0</td>
<td>99.91</td>
<td>100.00</td>
<td>0.09</td>
<td>6326</td>
<td>31</td>
<td>3</td>
<td>99.51</td>
<td>99.95</td>
<td>0.05</td>
<td></td>
<td></td>
</tr>
<tr>
<td>155</td>
<td>8106</td>
<td>8105</td>
<td>1</td>
<td>8088</td>
<td>18</td>
<td>15</td>
<td>99.78</td>
<td>99.81</td>
<td>0.41</td>
<td>8050</td>
<td>55</td>
<td>0</td>
<td>99.32</td>
<td>100.00</td>
<td>0.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>159</td>
<td>9180</td>
<td>9131</td>
<td>49</td>
<td>8900</td>
<td>280</td>
<td>184</td>
<td>96.95</td>
<td>97.97</td>
<td>5.05</td>
<td>8820</td>
<td>311</td>
<td>1</td>
<td>96.59</td>
<td>99.99</td>
<td>0.01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>161</td>
<td>8841</td>
<td>8836</td>
<td>5</td>
<td>8840</td>
<td>1</td>
<td>1</td>
<td>99.99</td>
<td>99.99</td>
<td>0.02</td>
<td>8787</td>
<td>49</td>
<td>0</td>
<td>99.45</td>
<td>100.00</td>
<td>0.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>163</td>
<td>7599</td>
<td>7586</td>
<td>13</td>
<td>7595</td>
<td>4</td>
<td>3</td>
<td>99.95</td>
<td>99.96</td>
<td>0.09</td>
<td>7565</td>
<td>21</td>
<td>2</td>
<td>99.72</td>
<td>99.97</td>
<td>0.03</td>
<td></td>
<td></td>
</tr>
<tr>
<td>501</td>
<td>7739</td>
<td>7734</td>
<td>5</td>
<td>7728</td>
<td>11</td>
<td>1</td>
<td>99.86</td>
<td>99.99</td>
<td>0.16</td>
<td>7701</td>
<td>33</td>
<td>1</td>
<td>99.57</td>
<td>99.99</td>
<td>0.01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>509</td>
<td>8074</td>
<td>7928</td>
<td>146</td>
<td>8005</td>
<td>69</td>
<td>2</td>
<td>99.15</td>
<td>99.98</td>
<td>0.88</td>
<td>7876</td>
<td>52</td>
<td>3</td>
<td>99.34</td>
<td>99.96</td>
<td>0.04</td>
<td></td>
<td></td>
</tr>
<tr>
<td>607</td>
<td>10,248</td>
<td>10,200</td>
<td>48</td>
<td>10,197</td>
<td>51</td>
<td>2</td>
<td>99.50</td>
<td>99.98</td>
<td>0.52</td>
<td>10,131</td>
<td>69</td>
<td>15</td>
<td>99.32</td>
<td>98.85</td>
<td>0.15</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Table 2**

Performance measures for QRS detection and heartbeat classification.

- **Original data**
- **Detection of heartbeats**
- **Detection & classification of normal heartbeats**

* Names of ECG signals are original names from LTST database; Npx, the total number of possible detected QRS complexes (normal and abnormal, Nn and Np), i.e., the sum of TPpx and FNpx; Nn, the total number of normal heartbeats, i.e., the sum of TPn and FNn; Np, the total number of abnormal heartbeats; TPpx, the true positive for QRS detection, i.e., the number of correctly detected QRS complexes; FNpx, the false negative for QRS detection, i.e., the number of missed QRS complexes; PPpx, the false positive for classification, i.e., the number of correctly classified normal heartbeats; FNn, the false negative for classification, i.e., the number of missed normal heartbeats; PPn, the false positive for classification; Sepp, sensitivity for normal heartbeats; Pp, positive predictivity for normal heartbeats; DERn, detection error rate for QRS detection; CI95%LL, lower limit of 95% confidence interval; CI95%UL, upper limit of 95% confidence interval.
evaluation of the two algorithms and also to assess the classification performance with respect to different types of arrhythmias present in ECG records.

Beside the module for reliable QRS detection and heartbeat classification, our tool incorporates selection and verification modules. This module displays automatically detected heartbeats with annotated and classified R wave peaks and detected Q and T wave peaks. In addition, it enables quick manual screening of ECG segments selected for evaluation, and manual corrections of erroneously detected or classified heartbeats or wave peaks (Fig. 3). These functionalities of our software tool present useful and time-saving characteristics since the screening and correction processes are always a tedious and time-consuming work. Moreover, our tool does not require a clear RR sequence based on only normal heartbeats. The NN sequence is built after verification of ECG feature points when all potential abnormal RR intervals are automatically replaced with interpolated normal NN intervals.

The described software tool for detection and classification of heartbeats and calculation of ECG and HRV parameters presents a significant improvement over other available software (such as Kubios, Synescope, Biopac, Nevrokard HRV system) in the field of HRV analysis, because it incorporates a unique set of functionalities among which some are not at all or only rarely individually provided in commonly available software but, to the best of our knowledge, no software tool available on the market provides all of them. The distinctive functionalities that our software tool provides are: (1) reliable and automated detection of QRS and other prominent heartbeat features, such as Q, R and T wave peak; (2) automated selection of the most adequate ECG segments from ECG signal for HRV analysis according to specific user-defined requirements; (3) automated classification of individual heartbeat as normal or abnormal; (4) displaying of heartbeat annotations; (5) quick manual screening of analyzed ECG signal; and (6) manual correction of annotation and classification errors.

5. Conclusions

We tested the performance of a newly designed software tool for reliable and effective detection and classification of heartbeats and calculation of ECG and HRV parameters. This tool will serve in clarification of issues concerning patient safety during the electroporation-based treatments used in clinical practice, such as electrochemotherapy, electrotreatment for gene therapy and DNA vaccination and non-thermal irreversible electroporation. Electric pulses used in electroporation-based treatments are of very high intensities (voltages up to several kilovolts, currents up to several tens of amperes) and can potentially induce heart-related effects in spite of their very short durations [44,46,52]. Safety considerations are becoming increasingly important because new applications of electroporation-based treatments using endoscopic, percutaneous or surgical means to access internal tumors or tissues are being developed. Due to relatively large electrical conductivity of internal tissues and organs [62] and pronouncedly nonlinear tissue characteristics [63,64], electroporation pulses in these new treatment modalities might have an increased probability of affecting cardiac muscle and thus greater potential of inducing heart-related effects, especially when the application zone is in immediate vicinity of the heart [15,38,41–48]. Our software tool represents a significant improvement over the existing practice of evaluation of changes in functioning of the heart due to electroporation-based treatments. This software tool can of course also be used for evaluation of changes in ECG or HRV parameters in other applications where the effects of clinical interventions (e.g., effects of drugs) or different physiological conditions (e.g., effects of anxiety or stress) are investigated.
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